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Abstract:  
Recently, machine learning has been applied to different major areas such as text classification, 
machine translation, and spam detection. The great performance of machine learning algorithms in 
several fields provided humans with opportunities to tackle some of their hard jobs to be handled by 
machine learning systems. These tasks seem effortless for machines and need less time as the number 
of texts or spam that need to be classified is huge. Hence, in his paper, we propose three different 
machine-learning models for the task of email spam detection. The three models are trained and 
validated on a public spam dataset. Experimentally, the three models performed differently, and it was 
seen that the Naïve Bayes outperformed the other machine learning algorithms in terms of accuracy 

and other evaluation metrics. 
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Introduction 
 

In the era of information technology, information sharing has become very easy and fast. Many 

platforms are available for users to share information anywhere across the world [1,2]. Among all 

information sharing mediums, email is the simplest, cheapest, and most rapid method of information 

sharing worldwide [3]. But, due to their simplicity, emails are vulnerable to different kinds of attacks, and 

the most common and dangerous one is spam. Email spam is a persistent problem that continues to 

plague email users around the world [4,5]. The proliferation of spam has made it increasingly difficult 

for people to manage their inboxes, leading to wasted time and reduced productivity.  

https://najsp.com/index.php/home/index


14 | The North African Journal of Scientific Publishing (NAJSP)  

 

However, machine learning offers a potential solution to this problem. By training models on large 

datasets of spam and non-spam emails, it is possible to build algorithms that can automatically detect 

and filter out spam messages [6,7]. In this direction, email exchange is a method of correspondence 

among individuals, and billions of cell and laptop phone users share various emails. In any case, such 

kind of correspondence is unsafe because of an absence of legitimate message-sifting techniques. 

Spam is the major reason for this weakness, as it threats the email exchange between users [8-12]. 

Spams are unsolicited junk emails or messages, which are undesirable for beneficiaries and are 

shipped off the users without their earlier consent. Moreover, email users invest most of their significant 

energy and time in arranging these spam sent emails [13,14]. Different duplicates of the same message 

are sent ordinarily which not just influences an association monetarily, yet in addition, aggravates the 

accepting users. Spam messages are not just encroaching on the user's messages, yet they are 

moreover delivering a huge measure of undesirable information and along these lines influencing the 

organization's ability and utilization [15-19].  

Mostly, emails have a very similar structure which consists of the body of the email and its 

corresponding subject. A run of the mill spam mail can be ordered by filtering its substance. The cycle 

of spam mail detection depends on the supposition that the substance of the spam mail is not the same 

as the real or ham mail [20, 21]. For model words identified with the ad of any item, support of 

administrations, dating related content and so on. The cycle of spam email detection can be extensively 

sorted into two methodologies: machine learning and knowledge engineering approach [22,33]. The 

machine learning approach is to train machine learning algorithms to classify emails into spam or ham, 

and it showed more effective results than humans and knowledge engineering approaches [3,4]. 

Moreover, machine learning showed promising outcomes in different engineering areas such as image 

classification [24-30], prediction [31], and natural language processing [32].  

Machine learning algorithms use statistical models to classify data. The detection of spam is largely 

based on the analysis of the content of the message. In the case of spam detection, a trained machine 

learning model can determine the order of words found in the e-mail that is closest to finding spam and 

which e-mail is the safest [33,34]. Spam detection is a highly monitored machine learning problem. Most 

email providers have their own huge records of labeled emails. This means that a machine learning 

model can be provided with several examples of spam and ham messages, and it will find relevant 

patterns that can be divided into two different categories [35,36].  

Processing natural language has made many exciting advances in recent years, but artificial 

intelligence algorithms still don't understand language the way. One of the most important steps in 

developing a machine learning model for spam detectors is to prepare the data for statistical processing. 

The email spamming problem we are trying to solve is that spam data only accounts for 20% of our 

data [37-40]. If the algorithm can predict e-mails without spam, it can achieve an accuracy of 80%. 

Positive data can predict negative samples and give them an accuracy of up to 99%, but this type of 

model is useless in real-world scenarios [41]. Thus, in this article, we will train different machine learning 

filters using a collection of spam and non-spam emails (also known as ham). We will train the filters 

using text samples from a public dataset that is labeled as spam or ham.  In contrast to regression, we 

do not output the categorized data [42]. 

The detection and filtering of email spam has become an increasingly important task in the modern 

era of information overload. Traditional rule-based systems for filtering spam have proven to be 

insufficient, as spammers have become adept at evading these filters by using more sophisticated 

techniques. Machine learning offers a promising solution to this problem, as it allows for the 

development of automated models that can learn from large datasets of spam and non-spam emails to 

accurately identify and filter spam messages. The paper contributes to the field by comparing the 

performance of three different machine learning models for the detection of email spam. The three 

models considered in this study are logistic regression, support vector machines, and random forests. 

These models were chosen due to their popularity and effectiveness in a wide range of classification 

tasks. This study explores three distinct machine learning techniques for classifying email messages 

as either spam or ham. The three algorithms leverage various email characteristics, including content 

and other parameters, to perform the classification task. Specifically, the models used in this study are 

Naïve Bayes (NB), K-nearest neighbor (KNN), and support vector machine (SVM). To train and evaluate 
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the performance of these models, the Spambase Dataset is utilized. The study comprehensively 

compares and discusses the effectiveness of the three models using a range of performances. 

Related Works 

The task of detecting email spam is critical in the field of cybersecurity, as it plays a vital role in 

preventing fraudulent activities. To this end, numerous spam detection methods have been developed, 

each based on different filtering categories [43]. In the following section, the Authors discussed some 

of the most advanced approaches that have been widely employed to address the challenge of email 

spam filtering. 

 Content Based Filtering Technique: this approach depends on creating some automatic filtering 

rules and using machine learning models to classify emails into spams or non-spams [44]. 

These machine learning models can be Naïve Bayesian classification, Support Vector Machine, 

K-Nearest Neighbor, or Neural Networks. this method is used in this article and it is achieved 

by analyzing words in addition to their occurrences and distributions in the text. This analysis 

is then used to train the models and generate some rules to filter out incoming emails. 

 

 Case Base Spam Filtering Method: this technique is one of the most common emails spam 

filtering methods [45]. It first extracts the spam and non-spam emails from the user’s email 

using a collection model. These emails are then preprocessed and transformed using feature 

extraction techniques. Finally, the processed data is converted into vector sets.  The blast stage 

is to classify these data into spam or non-spam using machine learning models.  

 

 

 Previous Likeness Based Spam Filtering Technique: This is a memory-based approach in 

which a machine learning model is trained on a set of spam and non-spam samples and stores 

them [46,47]. A new incoming email will be then classified as a spam or not based on its 

resemblance to the stored training examples. k-nearest neighbor (kNN) is the most popular 

machine learning method used in this approach for filtering out spams.   

Recent studies have been proposed to resent different email spam approaches and all have been 

successfully applied to classify data. These methods include probabilistic, decision tree [13], artificial 

immune system [48-54], support vector machine (SVM) [55], and artificial neural networks (ANN) [56].  

Idris [17] proposed the detection of emails spam using a neural network and negative selection 

algorithm. In this work, the performance of the neural network for the such task was compared with the 

support vector machine and it was found the neural network using backpropagation achieved a higher 

accuracy than that reached by the SVM. Another research for spam classification using neural networks 

was proposed by Edstrom [57]. In their work, it was found that several hidden layers do not improve the 

accuracy of the network. A single hidden layer neural network was seen to achieve the best 

performance of 94,6% accuracy. Sharma and Bhardwaj [58] developed a hybrid bagged approach for 

the classification of emails spams. Their system is a combination of Naïve Bayes and J48 algorithms 

trained to classify emails into spam or non-spam. Their experiments showed that their proposed system 

achieved a classification accuracy of 87.5%, which is lower than the one our system has reached. 

Moreover, Pandey et al., [59] proposed a system based on SVM and NB to classify emails. In their 

paper, SVM achieved an accuracy of 91% while NB reached 92%. 

Materials and Methods  

This section discusses the dataset used for training and testing the three models in addition to the 

research methods and materials of the paper.  

1. Dataset  

The SpamBase dataset [60] is considered to be used for training and testing the three different 

employed models. This dataset consists of 4601 instances of both spam and non-spam emails. A 

learning scheme of 50:50 is considered for training and testing such models in which 50% is used for 
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training and 50% for testing. Table 1 shows a sample of some spam and non-spam instances of the 

dataset. Note that the two classes are labeled as “1” for spam and “0” for non-spam. 

 

Table 1.  A sample of spam and non-spam instances of the used dataset 

Sample 

number 
Class Content 

1 Spam 
Sunshine Quiz! Win a super Sony DVD recorder if you can name the capital of 

Australia. Text MQUIZ to 82277. B 

2 Ham 
As I entered my cabin my PA said, '' Happy B'day Boss !!''. I felt special. She asked me 

4 lunch. After lunch, she invited me to her apartment. We went there. 

3 Spam 

Today’s Voda numbers ending with 7634 are selected to receive a å£350 reward. If 

you have a match, please call 08712300220 quoting claim code 7684 standard rates 

apply. 

 

2. Naïve Bayes (NB) 

 Naïve Bayes is a probabilistic machine learning algorithm for binary or multiclass classification 

tasks. Such an algorithm is based on Bayes’s theorem [61-63] and it works by assuming that the 

occurrence of a certain feature is independent of the occurrence of other features. Baye’s theorem is 

used to determine the probability of a hypothesis with prior knowledge. Baye's theorem is utilized to 

determine the likelihood of theory with earlier knowledge. The working formula of Baye’s theorem is:  

𝑃(𝐴⃓𝐵) =  
𝑃(𝐵⃓𝐴)𝑃(𝐴)

𝑃(𝐵)
                              (1) 

 

where 𝑃(𝐴⃓𝐵) is the probability of hypothesis A, given that B is true. 𝑃(𝐵⃓𝐴) is the likelihood hypothesis 

B, given that A is true? P(A) and P(B) are the probabilities of hypotheses A and B, independently.  

3. K-Nearest Neighbor (KNN) 

K-nearest neighbors are a basic and simple algorithm that stores every accessible instance and 

predicts classes of the new cases depending on a distance measure (e.g., Euclidean distance 

measures) [64-66]. For such an algorithm, a new case is classified by the majority voting of its 

neighbors. This case is then assigned to its k-nearest neighbors by measuring its corresponding 

distances to all its neighbors.  Different distance measures can be used to compute distance, however, 

in this work, the Euclidean distance is used, and it is as follows:  

𝐸 =  √∑ (𝑥𝑖 − 𝑦𝑖)2𝑘
𝑖=1                             

(2) 
 

 

Support Vector Machine (SVM) 

 SVM is a machine learning algorithm that can be for both classification and regression problems. 

This algorithm works mainly by finding a hyperplane in N-dimensional space to classify data points in 

different classes [67]. The idea is to find the best plane that has the maximum margin. In other words, 

the plane in which the distance between classes and data points is the maximum. It is then important 

to maximize this margin. SVM algorithm can maximize the margin between data points and hyperplane 

by computing the minimizing cost function, i.e., Hinge loss. Hinge loss, Exponential loss, Logit loss and 

many other types of loss can be used to train the SVM [68-71]. However, in this work, the hinge loss is 

used, and it is defined as follows:  
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ℎ𝜃(𝑥) =  {
1       𝑖𝑓 𝜃𝑡𝑥 ≥ 0  
0                    𝑒𝑙𝑠𝑒

 
(3) 

Where 𝜃 is the angle between the two vectors, x and y.  

Metrics for evaluation the model’s performance 

Several metrics are used in this work to evaluate the performance the three employed models for 

classifying email messages. These metrics include the accuracy, ROC, specificity, sensitivity [24]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝐴𝑐𝑐) =
TP+TN

TP+ FN+TN+FP
                         (4) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (𝑆𝑛) =
TP 

TP+ FN
                                 (5) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 (𝑆𝑝) =
TN

TN+ FP 
                               (6) 

where TP stands for true negative, and it indicates the number of correctly predicted positive classes. 

TN stands for true negative, and it indicates the number of correctly predicted negative classes. FP is 

the false positive, and it shows the incorrectly predicted positive data, while FN is the false-negative, 

and it indicates the number of incorrectly predicted negative data. AUC is the area under the Receiver 

Operating Characteristic curve (ROC), which is a graph that shows the performance of the network at 

thresholds. ROC plots the True positive rate versus the false positive rate 

Results and discussion  

In this section, the training and testing performance of the employed models are discussed. In terms 

of preprocessing, a machine learning inspired approach is proposed for spam mail detection. In spam 

mail identification framework, the first step is to collect the data which are unstructured in nature. Thus, 

preprocessing is required. Therefore, to decrease the calculations and obtain good results, email 

information should be pre-processed. Hence, data are first processed by deleting stop words. Moreover, 

word tokenization is likewise performed to secure important data.  Finally, data are fed into the machine 

learning algorithms (NB, KNN, SVM) to be classified as spam or non-spam. Figure 1 shows spam 

filtering. Supervised learning uses labeled data for training, and then it can predict the new data. This 

type of learning can be used in solving various problems, i.e., advertisement popularity, spam 

classification, face recognition, and object classification. The process of supervised learning is 

illustrated in Figure 2. 

 

Figure 1: Spam filtering 

 

https://www.hindawi.com/journals/scn/2022/1862888/fig7/
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Figure 2: Emails data preprocessing 

Due to classification results, the three employed models (BN, KNN, SVM) are trained and tested 

using data from the SpamBase dataset. The learning scheme used to train and test the models is 50:50 

i.e., 50% of images are used for training, while the remaining 50% are used as a held-out test set for 

evaluating the network’s performance. Note that the network is evaluated by calculating its training and 

testing accuracy and loss using the formulas in equations (3) and (4). Figure 3 presents the percentage 

of spam and non-spam (Ham) content in the used dataset. Table 2, illustrates the evaluation metrics of 

the models in classifying emails into messages or non-spam 

 

Figure 3: Ratio of spam and non-spam (Ham) content in the used dataset. 

Table 3. The evaluation metrics of the models in classifying emails into messages or non-spam 

 NB KNN (K=1) SVM 

Accuracy 97% 89% 94% 

Sensitivity 93% 80% 83% 

Specificity 87% 71% 78% 

AUC 93% 79% 81% 

Processing time 0.494 (s) 0.630 (s) 0.86.032 (s) 

 

In this context, Naive Bayes (NB), K nearest neighbors (KNN) and support vector machine (SVM) 

are the classifiers used to detect emails spams. The models are validated with 50% of the data and the 

experimental results. According to that ability, the KNN achieved the highest accuracy among them all. 

It achieved an accuracy of 97%, a sensitivity of 93%, a specificity of 87%, and an area under the curve 

(AUC) 0f 93%. In terms of computation time, Table 3 shows that the NB required a shorter time to 

achieve such accuracy than SVM and KNN.  
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 On the hand, the other models achieved accuracies of 89% and 94% for KNN and SVM, 

respectively. Moreover, this ROC curve represents the measure of severability of the two classes: spam 

and non-spam. Hence, it is noted that the NB outperformed the other models in terms of AUC as it 

achieved a better degree of reparability between the two classes. 

Table 4. Results comparison with earlier works [19,20]. 

 Accuracy 

Hybrid bagged approach  87.5% 

SVM  91% 

NB  92% 

Our work  97% 

 

Comparison with other related works: Research has been extensively conducted to develop a 

machine learning-based detection system for emails spam.  Sharma and Bhardwaj [19] proposed a 

hybrid bagged approach for the classification of emails spams. Their experimental results showed 

achieved a classification accuracy of 87.5%, which is lower than the one our system has reached. 

Moreover, Pandey et al., [20] applied SVM and NB to classify emails as spam. In their paper, it was 

seen that SVM achieved an accuracy of 91% while NB reached 92%. Table 3 shows the comparison 

of our work with the discussed works, and it is seen that our proposed NB outperformed the two other 

systems.  

Challenges of spam detection 

Spam detection is a critical task in the field of cybersecurity. However, there are several challenges 

associated with detecting email spam. One of the most significant challenges is the ever-evolving nature 

of spam. Spammers continually modify their tactics, making it difficult for detection algorithms to keep 

up. As a result, spam detection systems must be updated regularly to ensure that they remain effective. 

other challenge is the high rate of false positives and false negatives. False positives occur when a 

legitimate email is incorrectly flagged as spam, while false negatives occur when a spam email is not 

detected and allowed through. Both of these errors can be costly, as false positives can result in 

important emails being missed, while false negatives can result in unwanted emails reaching the user's 

inbox. Additionally, spammers often use sophisticated techniques to evade detection, such as 

disguising their messages or using botnets to send spam from multiple IP addresses. These tactics can 

make it challenging for spam detection systems to identify spam effectively. Moreover, email spam is 

often intertwined with other types of cyber threats, such as phishing, malware, and ransomware. 

Detecting these threats requires advanced techniques beyond standard spam detection methods, 

making the task even more challenging. Thus, privacy concerns can also pose challenges to spam 

detection. Spam detection systems must balance the need to detect spam with the user's privacy. Some 

users may be uncomfortable with the idea of having their emails scanned by automated systems, and 

as such, spam detection systems must be designed to respect the user's privacy while still being 

effective at detecting spam. Besides that, detecting email spam is a challenging task due to the 

constantly evolving nature of spam, the high rate of false positives and negatives, sophisticated evasion 

techniques, the presence of other cyber threats, and privacy concerns. Despite these challenges, 

continued research and development of advanced techniques can help improve the effectiveness of 

spam detection systems and enhance cybersecurity. 

Conclusion 

In recent years, email spam has become a significant problem for internet users, and detecting 

email spam has become an essential task in the field of cybersecurity. In this paper, a comparison of 

three different machine learning algorithms for detecting email spam is presented. The study 

demonstrates that different models can behave differently over the same spam dataset, and their 

performance can differ. To perform the study, the three models - Naive Bayes (NB), K-nearest neighbor 
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(KNN), and Support Vector Machine (SVM) - are trained and validated on a public dataset called the 

SpamBase dataset. The dataset consists of 4,601 emails with a binary classification of spam or ham. 

The study employs various evaluation metrics, such as accuracy, sensitivity, specificity, and area under 

the curve (AUC), to compare the performance of the models. The results of the study indicate that Naive 

Bayes outperformed all other models in terms of accuracy, sensitivity, specificity, and AUC. 

Furthermore, the processing time of each algorithm was computed, and SVM required the longest time 

for processing. These findings highlight the importance of carefully selecting the appropriate machine 

learning algorithm for detecting email spam. To validate the results, the study compares the 

performance of NB with related works and research. The study concludes that NB can achieve higher 

accuracy than other related models, such as the hybrid bagged approach, SVM, and NB. These results 

suggest that NB is a promising model for detecting email spam. In conclusion, this study presents a 

comprehensive comparison of three machine learning algorithms for detecting email spam. The results 

demonstrate that different models can perform differently over the same dataset, and NB outperformed 

all other models in terms of accuracy, sensitivity, specificity, and AUC. The findings of this study can be 

useful for researchers and practitioners in the field of cybersecurity in selecting the most appropriate 

machine learning algorithm for detecting email spam. 
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