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Abstract:

In 2012, Frasin presented sufficient conditions for the integral operator H(z) associated with
meromorphic functions. This study aims to extend Frasin's results by utilizing g-calculus to introduce
and examine the q- integral operator },(z) by using g-hypergeometric function. The research focuses
on deriving sufficient conditions for this operator and studying its properties.
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Introduction

The g- calculus is a branch of math that connects different areas like hypergeometric series, complex
analysis, and particle physics. It's a popular field today with various branches, such as quantum calculus
and continued fractions. In 1910, Jackson [1] introduced the definite g-integral and systematically
developed g-calculus. Later in the 20th century, the field expanded as a result of its mathematical and
physical applications. Several researchers studied g-integrals [2-4]. This paper introduces a new g-
integral operator H,(z) based on the g-hypergeometric function. It also defines conditions for this
operator to belong to the class Qy ,(n). Before that, we review some basic ideas of g-calculus. All of
the results can be found in [5-8] .

Let g be a complex number such that g < 1. Forn € N, and any complex number a the g-Pochhammer
symbol, also known as the g-shifted factorial is defined as follows.

(@@ =1, (&), =k (1 —ag"). (1.1
The g-Pochhammer symbol can be extended to an infinite product:
lim (@5 q)n = (@ @)oo = [Tm=0 (1 — q™), 1.2)

and
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(& Q) = % n € Ny, |q| < 1. (1.3)
The g-derivative of a function f is given by:
_ fe)-f(2)
Dqf(2) = e @ #1, z#0. (1.4)

If £'(0) exists, the g-derivative satisfies D, f(0) = f'(0). As q approaches 1, the g-derivative converges
to the standard derivative. The g-Jackson integrals defined as given in [1] :

Jy F®dgt = (1 = Dz E70 a"f (2™, (1.5)
For any function f, one has
Z
Dy(f, f(H)dqt) = f(2) (1.6)
Therefor, the g-derivative of f(z) = z¥, is given by
k 1-¢¥ x1 k-1
Dy (2%) = Tz = [klqz"", a.7)
where
1-q"
kly={1¢ 171 (1.8)
k ,q=1
The qg-derivative D, for the product and quotient of two functions can expressed as follows:
Dq(f(2)9(2)) = f(q2)Dqg(2) + g(2)Dqf (2), (1.9)
(2)Dqf (2)=f(2)Dqg(2)
o (£3) = SERLETENE  g(qn)g(2) # 0. (1.10)
Note that:
D, (log f(2)) = g%ﬂz) (1.11)
Let Q represent the set of functions expressed in the form:
f(2) ==+ %y axz", (1.12)

analytic within the punctured open unit disk U* = {z: z € C,0 < |z| < 1} = U\{0},
where U denotes the open unit disk.

A function f € Q is considered meromorphic starlike of order a for some (0 < a < 1) if,

—Re (}’f (())) >a, (z€U, (1.13)

we denote Q*(a) as the class that includes all meromorphic starlike functions of order a.
In addition, for f € Q, Wang et al. [9] introduced and investigated the subclass Qy(n) of Q, which
consists of functions f(z) that satisfy:

@) .
—Re (Zf,(zj +1)<n, >1, z€U). (1.14)

Using g-derivative, we define the g-analogues of the function classes Q" (@), Qy(1).

A function f € Q belongs to the class Qg («a) if it satisfies:

zDqf (2) *
—Re (T) >a, (0<a<1,zeU. (1.15)

A function f € Q belongs to the class Qy ,(n) if it satisfies:

g, (29P5f(2) ) 1 «
ERe(qu(Z) +1)<n ,(n>q,zEIU). (1.16)

Given complex numbers a, ..., a,, by, ..., bs With the condition that b; # 0,—1,..., for j € {1,2,...,s} the
basic hypergeometric function (or the general g-hypergeometric function series) ,®, is defined as
follows:
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]s—r+1

o (@1,-4ar;q) zK k(k-1)
rq)s(all e Ay bl' LRRY] bs: qu) = Zk:O e T [(_1)kq 2

) 1.17
(b1,bs; Dk (DK ( :

where (ay,...,a.;q)x is abbreviation for [[i-; (a;;q)r, and g#0 when r>s+1,(r,s €Ny =
{0,1,2,...}), we observe that as g » 1 we have (1 - q) *(q% q)x = (a),, where (a), known as the
Pochhammer symbol , which is defined as: (a), = a(a+ 1)...(a + k —1).

In 1846, Heine extended the concept of the hypergeometric series by introducing the g-hypergeometric
series. For a short summary, see references [10], [6], and [11].

For z€ U, |q| <1, and r = s + 1, the g-hypergeometric function reduces to a special case with the

following form.

(ag,-ar; Dk k
Yo(a,...,a;by,...,bg;q,2) = Y0y —————T2
T s( 1, » Y V1 »Ds; q, ) Zk—O (b1rbsi D (DK

Corresponding to the function W, s[a,, b;; q] given by:

1
Wi slay, by ql == Ws(ay,...,ar; by,...,bs; q,2), (1.18)

z
We introduce the linear operator Q, s[a;; q]: Q — Q defined as follows:

Qr,s [al: q] = Wr,s [a1; bl; Q] * f(Z)'

. _1 o (A1,0r; D k+1 Kk
Orslai; qlf () = z * L= (B1bs; D141 (G D k1 W2 (1.19)

The linear operator Q, s[a,; q] generalizes many previous operators. Specifically, when
a; =q*,p; = qﬁf,ai,ﬁj €CB#0,—-1,.., for(i=12..,r)and G =1,2,...,s),q > land r =s + 1, we
have the following:

Qr,s[qal; Q]f(Z) = }[rs[al]'

The linear operator H;?[a,] was previously studied by Liu and Srivastava [12] in the case p =1,
Furthermore, for r = 2,s = 1 and a, = 1, we obtain:

221[9% 9,9 q] = L(a,¢),

The linear operator L(a,c) was previously studied by Liu and Srivastava [13] in the case p = 1, this
operator is related to the one studied by Carlson and Shaffer, which has been widely used in analytic
and univalent function theory in U.

Many researchers have studied an integral operator involving g-hypergeometric functions[14],[15]:

1
- 7¥s(ay,...,a;by,...,bg; q,2).

By utilizing the differential operator Q,s[a;; q] defined in equation (1.19), we establish a new sufficient
condition for the g-integral operator of meromorphic functions in Q to belong to the class Qy ().
Definition 1.1 Let 9, ¢[a;;q]f(z) € Q,¢>0,|q| <1,y; >0 for j=1,2,...,n,where n € N. We define the
g- integral operator #4(z): Q" - Q as follows:

C

Ho(2) = =5 J; 0 (UQrs[as; q)fi (W) (uQrs[as; qlfa (W) mdqu. (1.20)

Remark 1.1 if r=1,s=0,a; = qwithq— 1, the g-integral operator H,(z) becomes the integral
operator.

C

H(z) = 5 J; u= ! (ufy (). (ufy (W) dy,
Introduced by Frasin [16]. If c = 1,r = 1,s = 0,a; = q with q - 1, the g-integral operator },(z) becomes
the integral operator.

H(z) = = [ (uf, ). ufy(w))¥du, (z € UY),

Introduced by Mohammed and Darus [17]. If n = 1,y, =, f; = f, the integral operator },(z) becomes
the integral operator.

Y ueT (U0, [ay; qlf(w)Ydqu, (lgl < 1,¢,y > 0).

[he(2) = =
Forr=1,s=0,a; =q,q—~ 1,n=1,f; =f,y = 1, then the integral operator is

[o

I.(z) = i foz u®~1f(u)du, and it has been studied by various authors (cf.,eg., [18], [19], [20])).
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Using the g-derivative, Lemma 2.4 from [21] can be extended to broader cases.
Lemma 1.1 If f(z) € 0 satisfies f(z)D,f(z) # 0 in U and

Dof(z)  zD3f(2)
g}g{zq__Q_}<2_ ) € U,
“U7@ ~ D@ B (zel)

then:

_ zDqf(2) 1 «
Re {—f(z) }< =y (ZEUD,

where 1/2 < < 1.
Proof. The function p is defined in U*as follows

_quf(z)z _
=0+ (1-8)p()

with § = 1/(3 — 288), applying a proof analogous to that of Theorem 2.2 in [21], we obtain

o [P@) _ 1 *
me{ f(2) }< 3-2B)’ (lql < 1,Z el )

By sitting ¢ — 1 in Lemmal.l, we get Lemma 2.4 in [21].
Main results
Theorem 2.1 Let 9, ([a;; q]fj(z) € 2 and y; > 0 for j = 1,2,...,n, with

1<¥i [vilg <qa[c+1]g (gl <1,¢>0). (2.1)
If H,(2) € Qg(a) and zDyH,(2) /Hq(2) # 0 in U, then H,(z) € Qy (1), Where n > i.
Proof. It follows from (1.20) that
D, (F2) = 2420, J[a; QA (20, sl 41 ) 22)

Applying logarithmic g-differentiation as defined in (1.11) to (2.2) and then multiplying by z, we obtain.

zzqc+zngﬂq(z)+(qc+1+ch+[c+1]q)qu7{q(z)+§[c+1]q}[q(z)

2q°tIDgH g (2)+[c+1]qHq(2)

c-1 zDgQrsla1;qlfj(2) | 1
= —+ T'l_ . (‘— =,
q 2j- [¥ile Orslai:qlfj(2) q
which is equivalent to
quéHq(z)lc[c+1]q }[q(z) ) 1 c
DgHg(® g2 quﬂq(z)*(qC“[”1]q+6+1)
[c+1]q Hq(2)
q€*1 zDq¥Hq(2)

zDgQrsla1;qlf j(2) l)

—¢c1 n )
T q + 2 Mq( Orslauqlfjz  a)

Therefore, we have

2qDGHq(2) |\ cle+llq Hq(®) [ 1 :
_< Dgiq(z) ' ~) qFFZ zDqHq(2) (qc+1[c+1]q+a>
q¢*1 zDgHq(2)
1—c n ZDqu,s[al;q]fj(Z) 1)
_lze_yn o (Pa@nslevalf;) 1) 2.3
p j=1 [¥ilq ( Orslai;qlfj(2) 4 -

From (2.3), we easily get
_<qug}[q(z) N 1) =l <_ quQr,s[al;q]f,-(z)> (1 4 Letlly M@ )

DgHq(2) Orslas;qlf(z) qtl zDgH4(2)
_[e+1]qg Hq(2) n g 1 1, 1 _en il
qc+1 zDgHg(2) (Zi=1 q q) + q + qcHt [c + 1] — X7t - (2.4)

Taking real part of both sides of equation (2.4), we get
DZH,
—Re <L aTte(2) + 1)
DyH,(2)

noq (—2alrslanalfj@) (1) letilg He@
Re [Zj:l [V]]q< Orslanalf @) )(1 + 4T 2Dy Hy(2)
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[C+1]q n [YJ]q _ l _j'[q(z) l n [V]]q
e ( J=1 g q) Re 2DgHq(2) +q+qc“ e+t =250 7

Thus, we have:
st (404 4 1)

DqHq(2)

_— _zqur_s[al;q]f,-(z)) (1 [c+1lg _Hq(@) )]
Re [21:1 [V}]q< Qr—,s[fh;Q]fj(Z) + a1 zDgHy(2)

[c+1] [vilg 1 1 1 1 [vjlq
* qC“q( j=1 q _E)ER6<_W>+;+F[C+1]Q_ ;lle
Hq@

ZDqu,s[a1FQ]fj(Z))< [c+1lqg Hq(2) )
Orslas;qlfj(2) qctt zDgHg(2)

< |20 il (-

[c+1] v} 9‘9(7_2%%(2)> [v;]
c+1]q Yilg 1 Hq(2) 1y Yilq
gctt ( ?:1 q - E) 2DqHq(@)|? + ; qc+1 [C + 1]q Z}Ll
Hq(2)
Let
=y 1. ._5212252232192)(1 |?+ﬂq_jﬁﬁfl_)
K |Zf=1 [y’]q( Orslas;qlf j(2) qc*1 zDg¥H(2)
—zDqHq(2)
[c+1]q vilg 1 “e(iwqm ) . [yj]
gctl ( ?:1 q - E) 2DqHq(@)|? +; qc+1 [C + 1]q Z}Ll —
Hq(2)
. n ) _ zDqQrsla1;qlf j(2z) [c+1]g Hg(2) "
Since |2j- [yf]q( 0rslazalf;(@ o mgigm)| O ANd He () € Qg (@),

then we have

[e+1lg (on [jlg 1 a 1 n  vjlq
n> qc+1( j:1T—;)W+;+ —ale+ 1], - j=1 g

Hq(2)

1 1 [v]
>;+F[C+ 1]q —Z;lzl #q,
Based on the hypothesis (2.1), it follows that n > é Hence, H,(z) € Qy (), where n > 3 .

This concludes the proof.
Settingr =1,s =0, and @; = q withqg — 1 in Theorem 2.1 yields Theorem 2.1 as presented in [16].
Furthermore, by substituting n = 1,y; = y,and f; = f in Theorem 2.1 leads to the following Corollary.

Corollary 2.2 Let Q. [a;;qlf(z) €N and 1< [yl <q ‘[c+1]5c>0. If I;C(z) € N;(a) and
2D I (2)/11.(2) # 0in U, then I} .(2) € Oy 4 (1), where 1 > %

Applying Lemma 1.1, we derive the following theorem.

Theorem 2.3 Let Q, ([a;; q]fj(z) € 2 satisfies (9, s[as; qlfj(2)) (DgQrslas; qlfj(2)) # 0in U for all j =
1,2,...,n,1/2 < <1,and

R {ZDqu,s[aliq]fj(Z) _ ZDéQr,s[al;Q]fj(Z)
Qr,s[a1FQ]fj(Z) Dqu,s[al;lI]fj(z)

}<2—n (z € U).

Ify; >0forallj =12,...,n, with

n (3-2B)[c+1]q
T g < 1l (lq] < 1,¢ > 0), (2.5)

then H,(z) € Qy (1), where n > i.
Proof. From equation (2.4) , we deduce:

_ (7ap33q(2) 1)=([C+1]q Hq(2) >[ : ( quQr,s[al:q]f,-(z))_ n g _1]
(Dq}[q(z) + qctt zDgHg(2) Z] 1 Qr,s[aii(I]fj(Z) ( J=1 q q) +

n ZDqu,s[alilﬂfj(Z)) n  jlq
T ; —_— = 1 r = 2.6
7=1 Mq( Orslasiqlfj(z) et e+ lo =27 q (2.6)

C+1
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Taking real part of both sides of equation (2.6), we get

DZHy(2)
_R (M n 1) -
€ DqHg(2)

1qg Hq(2) zDq0Qrsla1;q1f j(2) [v;] 1
e (e ) (29 e (-5 — (2 - D))
€ qctt zDgHq(2) Z] 1 y] Qr,s[alFQ]fj(Z) ( j=1 q q)

zDqQr slas;q1f j(z) 1 n  ilg
+Zj 1 y}]q < 0, slaralf; (@) ) + a + == qc+1 [c+ 1] j=1 "4

zDqQrslas; q]f,(z)) n ”
[ =1 [Yile ( 0rslavalf ;) (
zDqQrsla1;q f}(2)>
Orslas;qlfj(2)

< [c+1]q Hg(2)
- C+1 ZD 7.[ (2)

[vjlq
ot qm [c+ 1]y — X7 #

+2-1 [yl Re (

Let

_ |flet+1lg Hq(2) > [ ( ZDqu,s[”—liﬂ]fj@)) _ n [vjlq 1 ]
(q”l zDgHq(2) Xj=1 [¥ilq 9rslas;qlfj(2) (ZFl q q)

[c+1], — ¥, M 2.7)

q

2DqQr,sla1;q1f j(2) 1
Z;lzl [Vj]qiR (_ L) p

Orslaw;qlfj(2) qett

Then, applying Lemmal.1, and since

[c+1]q Hq(2) ) [ n ( ZDqu,s[a13Q]fj(Z)) n [V]]q 1 ]|
" [yl (- et Hll > o,
( qett zDgHq(z) j=1 [y]]q Orslaw;qlfj(2) ( j=1 q q)

we have:

n SRS S v Wila _wn o q (283t
>3, [y,-]q(g_zﬁ)+q+qc+l[c+1]q = e ()

e
q

[c+ l]q

C+1
Then, by the hypothesis (2.5), we have n > ;. As result H, (z) € Qy 4(n), where n > i .

Setting r = 1,s = 0,and @; = q withq —» 1 in Theorem 2.3 yields Theorem 2.3 as presented in [16].
Furthermore, by substitutingn = 1,y; =y, f; = fin Theorem 2.3 leads to the following Corollary.
Corollary 2.4 Let Q. c[ay; q]f (z) € 02 satisfies (9, s[as; q]f (2))(DgQrslar;qlf (2)) #0inU,1/2 < p <1,
and

DqQrsla1;qlf (2) ZDZQrs[al;Q]f(Z)
SR{Z"' — T }<2— e ).
( ;[ Qrslesiaf () Dageslesalf ) b el
3-2B)[c+1 1
If []/]q W_q_zg), Iql <1,¢>0,then IC}I/,C(Z) € .QN_q(T]), where n> ;

By putting f = 1/2 in Corollary 2.4 gives the following result.
Corollary 2.5 Let Q,¢[ay; q]f (z) € 12 satisfies (9, s[ay; q1f (2))(DyQrs[as; qlf (2)) # 0in U ,and

2DqQr sla1;q1f (2) ZDgQr,s[al;q]f(z)} ) .
- c .
R { Orslas;qlf (2) Dq0Qrsla1:q1f (2) <3/2 (zeU)

2[c+1] 1
If [y]ly < WZ—(;)' lgl < 1,¢ > 0, then I;/’C(Z) € Qy 4(n), where n > p

Utilizing equation (1.15) and equation (2.7), the following theorem can be established
Theorem 2.6 Let Q,s[a;qlfj(z) ERandy; > 0forj =1,2,...,n, with

+1]
g [yl < Cil L (gl <Lc>00<6<1). (2.8)

If O, s[as; q1f;(2) € Q; (), then H,(2) € Qy ,(n), where 7 > é
Substitutingn = 1,y; =, and f; = f in Theorem 2.6 leads to the following Corollary.

Corollary 2.7 Let 0Q,.[as;q]lf(z) €N and [y], < EEI ) ,lgl <1,c>0, where 0<6<1. If

Qrsla1; qlf (2) € 25(a), then I} .(2) € 2y 4(n), where 1 > ;.
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