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Abstract:

The division algorithm for multivariate polynomials over fields has been introduced not very long ago,
in connection with algorithmic and computational problems in the rings since the work of Buchberger.
The well-known fact is a term order must be a well-ordering and the division procedure in the ring of
multivariate polynomials over a field terminates even if the division term is not leading term, but is
freely chosen. In this paper, we will show the original geometric approach to the classification of all
possible orders on the ring of polynomials in two variables is given. The connection between this
classification and the well-known classification of Robiano is exposed in details.
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1. Term orderings

The most important ingredient in the algorithm of multivariate polynomial division is monomial or term
order. Let us recall what a term order is. For more details the reader could refer to ([1], [3], [10]). Here,
the set of nonnegative integers is denoted by No.

Definition 1. Let K be a field. A term ordering on K°[x1 ,..., Xn] is any partial order relation < on N? (or
equivalently, any partial order relation on the set of monomials

X9 = x; x5 o xpt @ = (@, @, -, ) € NP such that:

1. <is a total (linear) ordering on Nj (this means that every two elements are comparable);
2.If a<B eNjand y € N} then a+y < B+ y (the additive property);

3. < is a will-ordering on Nj (this means that every nonempty subset of Nj has a smallest element
under <).
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In this paper, the case n = 2 will be considered. In general, Sturmfels [2] gives a way to describe term
orders by using weight vectors and arbitrary term orders as tiebreakers. In the case of two variables
thereis a simpler method to express these weight vectors as line slopes. So, the weight vector w = (p,

q) is converted to pi, where p# 0 (and o« if p = 0). The slope m represents the weight vector wm = (1,

m) and the corresponding family of parallel lines x + my = d. We start with two important propositions
about irrational slopes.

Proposition 1. Any positive irrational number m determines a term order.

Proof. Let w = wm = (1 , m) with m irrational, and choose an arbitrary term order < . Then we can
compare any two exponent vectors e1 = (a1, b1), and ez = (az, b2) using <m. If we define term order
<m on K |[x 1, .., Xi] for nonzero weight vector by x? < y8 if aw < Bworif aw =Bw and x? <y ,
then e1 <n €28€1 -Wm < €2 Wn OF €1:Wm = €2:wWm and e1 < ez. But m is irrational and a1 + bam #
az + bam (since a1 + bim = a2 + bom would imply m = ‘;;j—gieQ),

e1<m€2 @arthim < ax+tbomeer. wm < 2. wm.

The vector wn determines a family of lines (x,y). wm = d or x +my = d with different d’s.

Since m is irrational, every such line can contain at most one point from Z2. The relation e1 <m €2
means that points e1 and ez lay on different lines with respective parameters d1 < d.

One can immediately see that the resulting order < for irrational m does not depend on the choice of
the original order < in Z?

Proposition 2. Different numbers give different term orders.
Proof. Take two positive numbers m1 #m, then there exists a rational %such that m1< §< mz. Take

w1 = (1, m1), w2 = (1, mz)

o=l g)=(1,5/r)

(0,r)

(5,0)
Figure 2

Two weight vectors. For the two points (p,0),(0,q) € Z?one has (p,0) <, (0,q), but
(p,0) <42 (0,9). Hence m1 and m2 represent different term orders.

[CL TP
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Proposition 3. Any positive rational q defines exactly two different term orders.
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Proof. If we have q =%#0 rational number, where r,s € Z? then the polynomial f = x®+y" represents
a tie between the terms. So here d tiebreaking” order is needed. In two variables, it is a simple choice.
We can choose it as lex with x<y or lex with y<x.

Geometrically, in this case we have two points (s,0) and (0,7) on the same line x+qy = s, and we
have to compare them: either (s,0) < (0,7)or (0,7) < (s,0). We will use q- to represent the term
order defined by g with the tiebreaker of lex with y<x and g* to represent the term order defined by q
with the tiebreaker of lex with x<y. Obviously, g* and q- are different term orders.

There are two exceptions. The first term order is described by the slope 0:m = 0,w = (1,0) (we need
only to consider the case0*). So that weight is given to the x component of the exponent vector, but
no weight is given to the y component. Geometrically, the lines of thisfamily are parallel to y-axis and
contain infinitely many net points, and the order is uniquely determined by the condition (0,0) <
(0,1). This order is denoted by 0*. It is actually x with x<y. The second one is the term order

described by the slope « (we need only to consider the case ©*7): m =o,w = (1,0) = (0,1).
Geometrically, the lines of this family are parallel to x-axis and contain infinitely many net points, and the

order is uniquely determined by the condition (0,0) < (1,0), this order is denoted by «~. It is actually
lex with y <x.

Example 1. Let | = (xy® —x%,x3y? —y) and let us use < @2 as our term order. We can use
Buchberger’s algorithm to calculate a Grébner basis for I. Let G = (g, = xy3 — x2,g, = x3y% — y).
Since S(g1,9,) = —x*+y? and S(g,9,)¢ = —x*+y? # 0, we add S(g,,9,)%to G as new generator
gs = —x*+y% Now set G = (g1,9293). Computing S-polynomial we obtain: S(g,,93) = y° —
x%and S(g1,95)¢ #0. We must add g, =y°—x° to our generating set, letting G(g1.9,9s ga)-
Compute S(gy,92)¢ = S(g1,93)° = 0,5(g2, 93) = y* — xy,

5(g2,95)° #0, We add gs:=y*—xy to G. Letting G = (g1, g2, 93, 9a, gs), COMpute: S(gz, g3)¢ =
0,5(91,94) = x° — x*y%,5(g1,94)° = 0,5(g1,95) = S(91,95)° = 0, 5(g2, g4) = x* =y*

,5(92,94)° = 0. 5(g2,95) = x*y —¥°,5(g2,95)° =0, and  S(gs,94) = —y” +x° S(g5,94)° =0,
5(g3,9s) = —y° +x°y,5(g3, 95)% = 0,5(g4, 95) = —x° + xy?,5(g4, g5)° = 0,

We see that S(gi,g,-)G =0 forall 1<i<j<5 and it follows that G = (g1, §2, 93, Ua, gs) is a Grébner
basis for | with respect to < (1,2).

Theorem 1. The set of all term orders on N3 is

{0%, 0~} U {g*, q: q positive rational} u {m: m positive irrational}.

Proof. For an arbitrary given term order < define the set N< :{g: (5,0)<(0,r)} c Q take the least upper
bound ¢ = Sup{;:(s,0)<(0,r)} of the set A<. According to previous constructions, this number determines
another order <,. Let us prove that this order is the same as the original one, i.e., that a < f &
a <, pB.

First, analyze the two exceptional cases £ = 0 and £ = oo. If £ = 0, Then s = 0 and both orders are
lex with y<x. if £ = oo then for any m = 2 € Q such that (s, 0) < (0,7) there exists m’ = i—¢>m, meQ, such
that (s’,0) < (0,7") both orders are lex with x<y.

Let now £ € R, andtake a = (x;,y,),8 = (x,,v,) € Z2, such that « < 8. Compare the (Positive) slope
d= % with £. There are two cases:

If d > ¢, then it is obvious that a <, 8.

If d < ¢, take the rational slope g such that d < g < £ and the two corresponding endpoints «', 8’
such that B’ <, a'. Suppose B’ < a'. Find the common multiple y = ka = k'a’. Now, k'’ < k'a’=y =
ka < kB. Therefore k'S’ <k@B, which is impossible, therefore it must be the opposite.
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This classification agrees with classification of Robbiano in [7] for tecase n = 2.

2 Grobner fan

If an ideal is given by finite set of generators, we cannot guess Grobner fan of | from the Grobner fans of
generators. Rather, we should obtain the Grobner basis G of I, for one monomial order <. The starting
order < and the members of the basis G determine one cone Cg of the Grobner fan of I. Then, we cross
the boundary of the cone Cc by choosing one of the neighboring orders <,,.,,. There are two well-known
ways to compute the corresponding cone. One, to apply basic algorithm for obtaining Grobner basis, to
G with the new monomial order. The other, to take the previous Grobner basis G, to extract leading forms
of polynomials in G with respect to boundary order <, and to compute (reduced) Grobner basis H for
the ideal they generate, with respect to the new target order <,.,. If we denote by f© the
reduced form (remainder) of the polynomial f with respect to the starting order < and with respect to
G, then the Grobner basis of | for the new order is {f — f|f € H}. The use of the Newton polygon in
the example follows Sturmfels [2].

Example 2. Let us consider the ideal | = (xy3 — x2,x3y? — y). We want to describe the Grcbner fan of
I. The idea is to determine boundaries of its cones starting from the slope 0* and moving in positive
direction along the arc in the first quadrant.

1) The first step. Let <; be the lexicographical order. Its weight vectoris (1, 0) with the slope 0. The
corresponding matrix is

1 0
My = (o 1)
For more details see [1], [4], [9]. We underline the leading terms is f; == xy® —x2 and f, == x3y? — y

from I. Then S, =f, +xy’fi=-y+x*y° =y’ fi+xy®—y=—y°fi +f;, where f;:=xy%—y.
From the former, we eliminate f,. Now, S;5 =y8fi +xfz =xy* —xy =y*fa +y* —xy =y3fs + f,
where f, == y* —xy. Then S;, = yfy —xfy =0 and S;, = f; + y'fo = y'' —y =:f5. From that we can
eliminate f;. We now consider only fi, f,, f5. Further, S; s = y'f; + x*fs = xy'* —x%y = xy3fs + yfi,
and Sy5 =y'°f; + xfs = y'* —xy = y*fs + fy. The basis {f1,f, fs} = {xy3 —x%yt—xy,ytt - y} is a
Grobner basis of | with respect to <,. We take the reduced Grdbner basis of I, G; = {x_z— yG,Q -
y‘ﬂﬁ—y}. From the Newton polygon of y® — x2? we read (2,0) — (0,6) = (2,—6) L (3,1). Similarly,

using f, we have (1,1) — (0,4) = (1,-3) 1 (3,1). Therefore, the vector (3,1) spans one-dimensional
cone, the border between two-dimensional cones in the Groebner fan of I. then, G; = R,.(1,0) +
Rso-(3,1) is the cone in the Gréebner fan of | that corresponds to the basis Gi.

1

2) The second step. Assume that <, is the monomial order just above the slope ;. Then, that
corresponding matrix is
_(3 1
M, = (o 1)

Let g, =y°® —x% g, =y* —xy,gs =y'' —y from Gi. Then S,, =g, —y*g, = xy° — x* =: g,. This

eliminates g,. S,3=9g5—-y"9, =xy® —y =x(g, + xy)* —y = x(g, — 2xy)g, + g5, Where gs:=
x’y? —y. We also eliminate gz. S4 = xg2 —¥ga =0, S5 = x>gs —ygs = y* —x* =1 9,525 = x°g —

y2g9s = —x*y +y3 =vge, Sp6 = x*gs —¥*g96 = —x°y +¥° = y2 g, + XV, Sus = x°gs +¥396 =
—x*+y° =yg, +xgs, S5 =xgs +y°ge = —xy +y* = g,. The set G, = {ﬁ‘ Xy, xy® = x*%,x°y* —

y,ﬁ—yz} is the reduced Grobner basis with respect to <,. From the newton polygons of g, and g,
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we read (0,4) — (1,1) = (1,3) — (2,0) = (—1,3) L (3,1). Similarly, using g, we have (4,0) — (0,2) =
(4,-2) L (1,2).Then , G,:=R.,,.(3,1) +R;,.(1,2) is the cone in the Groebner fan of |
corresponding to the basis Ga.

3) The third step. Assume that < is the monomial order just above the slope 2*. The corresponding

matrix is

M= (g 7)
We mark h; = y* — xy, h, = xy® — x2, hy = x3y? —y,h, == y? —x* from Gz. Since the leading term
of h, is y* and it divides all ot@leading termﬁa will eliminate hy, h, and hg, by using syzygies.
Sy4 = hy —xyh, = x°y — x? =t hs,
Ss4 =hs —x3h, = Z— y =1he,S14 = hy —y*hy = x*y? —xy = x*h, + x® —xy = x*h, + xhg +
xhg,Sy5 = x°hy — yhs = —x° + x%y = —x%hg, Sy = x"hy — y2he = —x + y3 = —x*hg + yhy, S5 =
x%hs — yhe = —x* + y? = h,. The set G;:= {yz —xtx®y —x%x7 — y} is the reduced Grobner basis
for <;. From the newton polygons of h, we read (4,6— (0,2) =(4,—-2) L (1,2). Also, using hg we
have (7,0) —(0,1) = (7,—1) L (1,7). Therefore, the cone corresponding to the basis G5 is G5 =
Rso-(1,2) + Ryp. (1,7).
4) The fourth step. Assume that <, is the monomial order just above the slope 7*. The corresponding

matrix is

me=(y 1)
We mark k; = y? —x* k, == x5y — x?, k; =y —x7 from Gs. Since the leading term of k; is y and it
divides all otherl_eading terms,_we will eliminate k, and k,, by using syzygies.
Si3 =ky —yks = —x*+=x"y = x%k;,S;3 = kg — x°k3 = x? — x% =1ky,S34 = yky = —x1%k; = —x%y +
xt% = x*k, — x%ks. The set G,:= {y —x7,x* - xZ} is the reduced Grobner basis with respect to <,.

We have (0,1) — (7,0) = (—=7,1) J__(1,7) from the newton polygons of k5. Also, using k,, we observe
(12,0) — (2,0) = (10,0) L (0,1). Then, G, == R;,.(1,7) + Rs,.(0,1) is the cone corresponding to the
basis G,.

3. Bivariate Grobner fan algorithm

In the case n = 2 a precise algorithm can be given.

INPUT: Anideal I = {fi,. ..., fs)-

OUTPUT: The Grdbner fan of the ideal, GF(l).

INTIALIZATION: m = 0,GF(I) = @

WHILE: m > 0,m # o

Compute the reduced Grébner basis of | with respect to m*, G+ = {gml,gmz, ...,gmt} calculate n, k €
Q, where n < m < k and n is the largest rational less than or equal to m and k is the smallest rational
greater than m such that there exist g,,, , gmj( not necessarily distinct) such that in, (g,,) and in,(gm)

are nonmonomial . GF(I) := GF(I) U {the cone from the slop nto theslop k},m :=k.

Conclusion

The most important ingredient in algorithm of polynomial rings is term order in this paper we showed
the original geometric approach to classification of all possible orders on the ring of polynomials in
two variables is given
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