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Abstract:  
There are numerous uses for license plate recognition and identification (LPR/I) in traffic systems, 
including border and customs checkpoints, red light enforcement, and highway electronic toll 
collection. It has been widely utilized in port, airport gate surveillance, highway and bridge charges 
and All of that drives our efforts to develop an effective LPR/I system tailored for Libyan license plate 
recognition. Using the current, legally needed license plate, automated license plate reading is a very 
practical and helpful method. This paper discusses the use of computer vision for real-time license 
plate recognition and vehicle detection. For detection and recognition, respectively, the primary focus 
will be on integrating vertical edge matching with k-nearest neighbor. Additionally, to effectively 
localize, regions must be further enhanced by removing non-text regions while keeping candidate text 
regions. However, morphology is necessary to distinguish some combined features. And that is a 
decent, logical system with k-nearest to recognize the character based on it. The two main 
components of the suggested method are the extraction of the plate region, segmentation of the 
characters and digits, and KNN-based plate character identification. In this work text categorization 
involves two processes: the training process and classification process Initially, the system is trained 
to comprehend the appearance of each category using a set of documents that have already been 
categorized. Second, the classifier classifies newly received documents by using the training 'model'. 
By using training documents with known categories, the K-Nearest neighbor classification approach 
locates the new sample document's closest neighbor among all of them. The new document category 
can be found thanks to these neighbors. Statistical template matching is used for the recognition of 
plate characters. On actual photos, the suggested algorithm's performance has been evaluated. We 
observed that our system performs better in car license plate recognition based on the trial findings 
while testing, and we obtained a strong result. The suggested technique verified which extraction 
rates are high by using different vertical edge matching with the k-nearest natural images.  
  
Keywords: License Plate Recognition, Edge-Detection, K-Nearest Neighbor, Template Matching, 
Plate region extraction, Segmentation, Morphology, smearing.  

 الملخص 
لوحة   على  للتعرف  الاستخدامات  من  العديد  )هناك  هويتها  وتحديد  الحدودية LPRالترخيص  التفتيش  نقاط  ذلك  في  بما  المرور،  أنظمة  في   )  

المطارات  والجمركية الموانئ وبوابات  مراقبة  نطاق واسع في  استخدامه على  تم  لقد  السريعة.  الطرق  الإلكترونية على  المرور  ، وجمع رسوم 
نظام   لتطوير  جهودنا  يدفع  ذلك  وكل  والجسور  السريعة  الطرق  الليبية.    LPRورسوم  الترخيص  لوحة  على  للتعرف  خصيصًا  مصمم  فعال 

الورقة هذه  تناقش  للغاية.  الترخيص طريقة عملية ومفيدة  للوحة  الآلية  القراءة  تعد  قانوناً،  والمطلوبة  الحالية  الترخيص  لوحة  استخدام    باستخدام 
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.  KNN  مع استخدام تموضع المنطقة المستهدفة سيكون التركيز الأساسي على  الحقيقي،الرؤية الحاسوبية للتعرف على لوحة الترخيص في الوقت 
مع الاحتفاظ بمناطق النص المرشحة. ومع ذلك،    المستهدفة، يجب تحسين المناطق بشكل أكبر عن طريق إزالة المناطق غير  بالإضافة إلى ذلك 

. المكونان الرئيسيان للطريقة المقترحة هما استخراج  KNN  . وهذا نظام منطقي لائق معالتشكل ضروري للتمييز بين بعض الميزات مجتمعة
إلى   المستندة  اللوحة  اللوحة، وتجزئة الأحرف والأرقام، وتحديد أحرف  العمل عمليتين: عملية  K-NNمنطقة  النص في هذا  . يتضمن تصنيف 

  وعملية التصنيف. في البداية، يتم تدريب النظام على فهم مظهر كل فئة باستخدام مجموعة من المستندات التي تم تصنيفها بالفعل. ثانيًا،  التدريب
أسل يقوم  المعروفة،  الفئات  ذات  التدريب  باستخدام مستندات  التدريب.  "نموذج"  باستخدام  المستلمة حديثاً  المستندات  بتصنيف  المصنف  وب  يقوم 

المستند الجديدة بفضل    KNNتصنيف الجوار   العثور على فئة  المستندات. يمكن  الجديد من بين كل هذه  العينة  بتحديد موقع أقرب جار لمستند 
المقترح الخوارزمية  أداء  تقييم  تم  الفعلية،  الصور  في  اللوحة.  أحرف  على  للتعرف  الإحصائي  القالب  مطابقة  استخدام  ويتم  الجيران.  ة.  هؤلاء 

حققت  لاحظنا أن أداء نظامنا أفضل في التعرف على لوحة ترخيص السيارة بناءً على نتائج التجربة.. أثناء الاختبار، حصلنا على نتيجة قوية. ت
 حواف رأسية مختلفة تتوافق مع الصور الطبيعية الأقرب إلى التقنية المقترحة من معدلات الاستخراج المرتفعة باستخدام 

 
 . استخراج منطقة اللوحة التجزئة التشكل، التلطيخ  مطابقة القالب ، KNN  الترخيص، التعرف على لوحة   الكلمات المفتاحية:

1 Introduction 
There are variations in license plate standards across the globe. To sustain law enforcement on the 
highways, real-time LPR is an important type of automatic vehicle identification that not only 
recognizes but also distinguishes in automatic monitoring of traffic laws, access control systems, and 
toll road violations [1]. The majority of researchers face the issue of having to work quickly because 
they are anticipated to be used in real-time contexts [2]. Certain LPR techniques result in color 
photographs that differ significantly depending on the lighting circumstances in which they were shot, 
and the vehicle's color may match that of the background [3]. In recent decades, the varying forms, 
styles, colors, and sizes of license plates across many nations, together with their practical uses, have 
drawn numerous researchers from various fields to create systems for vehicle identification [4]. 
Therefore, vertical edge matching based algorithm to extract LPR from image [3]. Template matching, 
which uses an efficient algorithm for character recognition, matches numbers and characters inside a 
database. The best similarity is determined by comparing the character image with those in the 
database [1]. K-Nearest Neighbor is considered to be the best method for text categorization. Certain 
initial files, also referred to as training documents, are necessary for the KNN classification. Before 
using the approach, certain documents or LPR categories are known. A newly created document that 
lacks a category is compared to all of these training materials based on the phrases they share. 
Ultimately, the documents that the new document most closely resembles are identified, and a 
category is allocated by that determination [5].  Generally, LPR is composed of many stages; pre-
processing, license plate localization and detection, character segmentation and character 
recognition, and each part may contain several sub-stages.  
 
2 Proposed Method  
This system's architecture is solely dependent on image processing methods and algorithms. There 
are numerous stages in this system. Initially, a picture of a car is taken. Next, the algorithm makes an 
effort to locate the license plate locally. 
 
2.1 Image pre-processing 
Pre-processing involves attempting to improve the image's suitability for the subsequent steps, which 
include grayscale processing, image complementing, filtering, and binarization [7]. To facilitate the 
identification of the target's outline, the input image was converted to grayscale format. Firstly, as in 
figure 1 shows picture is often in the RGB colour space we first convert the 3 colour components to 
intensity components (grey images) [7]. Then employ a weighted median filter to reduce noise, after 
the filtering step, a great part of the noise will be have removed while the edges in the image are still 
preserved. Additionally, we make an effort to expose the image by adjusting its contrast and 
brightness. Therefore, in order to distribute light and obtain an acceptable image, we utilize histogram 
equalization. 
 

                                        
                   Figure 1 Original image.                                            Figure 2 binary image. 
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2.2 Edge Detection 
An edge picture that corresponds to a given grayscale image can be obtained using Prewitt or Sobel 
masks, As seen in fig. 2 above, an image with a lot of edges—both horizontal and vertical—usually 
has more horizontal lines than vertical lines. To be able to isolate the plate characters, the 
segmentation process involves two main setup, vertical and horizontal projection. In vertical projection 
the character-related columns of the plate picture remain and other ways while being projected 
horizontally.it crops any extra rows which not belong to character otherwise, with image is processed 
along vertical and horizontal scan White pixels are turned to black if the number of white pixels is 
fewer than the intended threshold or more than any other desired threshold [2]. Threshold summation 
values are between 240-350 for each row and 190-350 for each column as shown in figure 3 and 
figure 4. 
 
 

                               
                  Figure.3 horizontal edge image.                       Figure.4 vertical edge image. 
 
Both vertical and horizontal projection are accomplished by tracing the ones in the plate image raw 
wise for vertical projection, and then column wise for horizontal projection as shown in figure 5. 

 
Figure 4 entire image (vertical & horizontal). 

 
2.3 Plate Region Localization  
In computer vision, finding an object in an image is one of the most common challenges and is the 
first step towards solving the recognition problem. Based on the threshold value, a grayscale image is 
converted to black and white, as shown in figure 5 

 
Figure 5 Localization process. 

2.4 Plate region extraction 
To identify the location of the plate, the image is subjected to plate region extraction. 
There might be more than one possible zone for the location of the plate, though. Using smearing and 
filtering operations, several criterion tests are conducted to the image in order to identify the precise 
region and remove the remaining regions. The processed image after this stage is as shown in 
figure6  
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Figure 6 Extraction process. 

 
By applying some calculate averages of rows and columns with specific threshold, the following 
image as shown in Figure 7. 
 

 
                          Figure 7 Determine process.                     Figure 8 Region plate. 

 
2.5 Plate segmentation 
In this phase, we want to use the recovered plate picture from the previous phase to build sub-
images. Typically, once the image has been converted to a binary image, we work with the numbers 
zero and one to represent the background and foreground. Operational Length Coding Algorithm. The 
RUN mean takes the pixels in same the row in blocks. That means, every block of RUN is 
represented in horizontal projection, and every horizontal projection is calculated from run length 
code. The equivalency table represents the labeling algorithm. Most labeling algorithms have focused 
on resolving the equivalency table, which is easy to build and uses less memory. The process uses a 
run-length encoding representation. Conversion of the original binary image to run-length encoded 
format is easily parallelized by processing multiple rows in parallel. The run-length encoded format is 
much more compact than the binary image (individual runs have a single label), Consequently, 
compared to the traditional technique, the sequential label propagation stage is substantially faster. 
The algorithm's specifics are shown below. The phases of our execution are as follows: 

1. Pixels are converted to runs in parallel by rows. 
2. Initial labeling and propagation of labels. 
3. Equivalence table resolution. 
4. Translating run labels to connected components. 

We have been used 8-neighbors where they share at least one corner, the positions are [i+1,j] ,[i-
1,j] ,[i,j+1] , [i,j-1], [i+1,j+1], [i+1,j-1] , [i-1,j+1] and [i-1,j-1] as shown in fig 9 below 

 
Figure 9 8-Neigbhorhoods for rectangular image tessellation pixel [i,j] is located in center of each 

figure. 

                                                                                                                  
               (a)                       (b)                          (c)                      (d)                       (e)                      (f)                 
 

                                                                     
                                          (g)                    (h)                        (i) 

Figure 10 Objects which extracted. 
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2.6 K-Nearest Neighbour Classification  
Because license plate characters all have the same font, character recognition is simple and 
dependable when template matching is used. This method is also more noise-tolerant. The 
personalities have become more relatable. Normalization is the process of refining the characters so 
that entire character sides are free of unnecessary white space into blocks containing no extra white 
space [5]. Next, each character is proportionately fitted. A fitting strategy is required for the template 
to match the characters in the database, input images must be equal-sized with the database 
characters. Here the characters are fit to 36*18. The extracted cut from plate and the characters on 
database are equal-sized. Template matching is the next stage. With the exception of word Libya "ليبيا" 
dealing with it as one block [2]. Template Matching is an effective algorithm for recognition of 
characters. The character image is compared with the ones in the database and best similarity is 
measured. 
The k-nearest neighbor algorithm is one of the most basic classification techniques used in data 
mining and machine learning [6]. Because of its simplicity and usefulness, this classification approach 
is the most widely used. Doesn't require a fitted model and has demonstrated better effectiveness in 
identifying various kinds of data [5]. K-NN algorithm is a non-parametric method used for classification 
and regression, in both cases, the input consists of the k closest training in the feature space [8]. The 
output depends on whether k-NN is used for classification and regression. 
 
The following steps describe how the technique works. K-NN has been used to estimate the numbers 
and characters of license plates. 

1. Data collection and sample creation. The stage that creates the training dataset for detection 
and recognition required for Template Matching and KNN is the data collection procedure. 
where the dataset and initial structuring.  

2. Define libraries and trained data into the main program used in the system is Python which 
deal with matrixes 36*18. 

3. Splitting dataset into a training dataset and test dataset. In the training phase, stores all the 
training data set in set according to the selected features. In the test phase: computes the 
distance between the new feature vector and all the stored features (training data). 

4. Extracting feature vectors: 
The features mentioned above are used to train the KNN classifier initially. To verify the classifier's 
accuracy, test images are used to test the images. We need to make sure that both sets training set 
and test set are mutually disjoint. The training and test sets must be mutually disjoint. All of the 
images from the training set are mapped into D-dimensional space during the training phase, where D 
is the feature vector's dimension. Now given are unknown image, we map it into D-dimensional vector 
space. 

5. Evaluating classifier of test dataset: Now, we found the labels of the k closest training photos, 
compare the distance between a test image and all training samples, and then use majority 
vote to assign the label for the test image. 

   
3 Experiment Results and Discussion 
For each feature, several training samples of the training data are used in the experiment. After pre-
processing the training data and creating a dictionary of words, it will perform information gain to 
identify the features most pertinent to the current classification task, calculate weights for each feature 
in the dictionary, and create a k-NN model that the classifier can use to further classify newly 
incoming documents. Finally, we can measure the accuracy of k-NN classifier, the performance of k-
Nearest Neighbor classifier is measured in terms. The query photos for the system evaluation were 
selected from a large number of images in the database collection that represented different 
anatomical locations. Precision (P) is used to represent the retrieval accuracy which is the percentage 
of similar images retrieved with respect to the number of retrieved images and Recall(R) is the 
percentage of relevant images among all possible relevant images. Precision and Recall is defined 
as: 
 

P=
Number of relevant images retrieved

Total number of iamegs retrieved
 

 

R =
Number of relevant images retrrieved

Total number of relevant image in database
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The aforementioned equations lead us to the conclusion that retrieval accuracy is measured by 
precision and recall. Table 1 shows Retrieval Performance of Template Matching, which   Method 
obtained by varying the images of gives the screen shot of the retrieval of a sample query image. That   
shows Average Precision and Recall graph. 
 

Table 1 Results of test. 

 

 
Figure 19 Performance evaluation. 

 
Figure 20 Performance evaluation. 

4: conclusion 
In this paper, we demonstrated application software intended for license plate identification on 
automobiles. Firstly, we extracted the plate location, Next, we used segmentation to separate each of 
the plate characters separately. then lastly used template matching to recognize plate characters via 
correlation. This method is intended to identify Libyan license plates, and it has undergone extensive 
testing on a vast array of photos. Finally, it is proved the characters % 92 for Precision and % 48 for 
Recall accurate. This system can be redesigned for multinational car license plates in future studies. 
Thus, after the implementation of KNN using the Template Matching feature, it is found that the 
template matching feature performs the best with an accuracy of 92%.  
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